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Data-driven 
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…

• 𝐋𝐋𝐨𝐨𝐰𝐰-𝐫𝐫𝐞𝐞𝐬𝐬𝐨𝐨𝐥𝐥𝐮𝐮𝐭𝐭𝐢𝐢𝐨𝐨𝐧𝐧 and 𝐧𝐧𝐨𝐨𝐢𝐢𝐬𝐬𝐲𝐲 measurements;

• Optionally, prior knowledge on the system.

• To establish a data-driven model that gives high-
resolution (spatially and temporally) prediction; 

• The data-driven model generalizes well.
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�𝐮𝐮0

Conv 
(𝐻𝐻1 × 𝑊𝑊1)

Conv 
(𝐻𝐻2 × 𝑊𝑊2)

Conv 
(𝐻𝐻𝑛𝑛 × 𝑊𝑊𝑛𝑛)

Conv
(1 × 1)∏

𝛿𝛿�𝓤𝓤𝑘𝑘
+

Identity

U
pconv

Tanh

C
onv

U
pconv

Tanh

Physics-based Conv 
(optional)

�𝓤𝓤0 �𝓤𝓤𝑛𝑛𝑡𝑡

�𝓤𝓤𝑘𝑘 �𝓤𝓤𝑘𝑘+1

∏

∏-block

Elementwise product layer

Recurrent

Recurrent block (Π-block)Initial state generator (ISG)

 ISG: to generate high-res 
initial condition;

 𝚷𝚷-block: recurrent block to 
update state variables. 

 Components

 Design intuitions

 Residual connection mimics 
forward Euler scheme;

 Physics-based Conv layer 
encodes existing terms in ℱ;

 Element-wise product layer 
approximates nonlinears terms 
better. 

Boundary Encoding

Numerical Experiments

References

 Baselines: ConvLSTM, Deep Hidden Physics Model (DHPM) and Recurrent ResNet

 2D Burgers’ equation  3D Gray-scott (GS) reaction-diffusion (RD) equation
 Error propagation (top: Burgers’, 

bottom: GS RD)

 PeRCNN outperforms the baselines on accuracy;
 PeRCNN generalizes well beyond the training region where no data is available.

 Network architecture

 Details of 𝚷𝚷-block
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𝐮𝐮 𝐱𝐱 = �𝐮𝐮 𝐱𝐱 𝛁𝛁𝐮𝐮 𝐱𝐱 ⋅ �𝐧𝐧 𝐱𝐱 = ̅𝐭𝐭 𝐱𝐱

 BCs (if available) are forcibly encoded to ensure 
solution accuracy
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 Multiplicative form makes the learned 
model more interpretable;

 Enables a better approximation to 
nonlinear terms like 𝑢𝑢𝑢𝑢𝑥𝑥 and 𝐮𝐮 ⋅ ∇𝑢𝑢.

 𝚷𝚷-block approximation

 Benefits
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