
Model: ResNet-like backbone model from 
Li et al. (2021) 

Tasks: learn a mapping from initial 
conditions to solutions using data 
generated by a classical PDE solver for 
• Burgers’ equations (1d) 
• Darcy flow (2d) 
• 2d Navier-Stokes (3d) 

Training:  
• train regular model weights using routine 

from Li et al. (2021) 
• simultaneously train K-matrices using 

SGD with momentum

Learning Operations for Neural PDE Solvers

Contributions

XD-operations: 
A neural architecture search-inspired efficient relaxation of 
convolutions based on their DFT diagonalization. 

Theoretical properties: 
• efficient to store and apply (log-linear in the input size) 
• can express numerous different operations, including 

convolutions, graph convolutions (Kipf & Welling, 2017), 
and FNOs (Li et al., 2021) 

Empirical properties: 
• when initialized as random convolutions, XD-operations 

learn a more accurate PDE solver than FNOs on three 
sets of equations

Efficiency: 
• asymptotically, takes time log-linear in the 

input size to store and apply 
• empirically, 3-5x slower than convolutions, 

with scope for improving performance. 

Expressivity: 
If viewed as an architecture search space, 
XD-operations contain 
• convolutions of all types 
• graph convolutions for fixed graphs 
• average pooling 
• skip-connections 
• Fourier neural operator 
• convolution composed with permutation 
• infinitely many more operations
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Efficiency: 
• improve efficiency by improving padding and ablating individual K-matrices 
• handling transfer to different grids and irregular meshes 
• initializing with other operations such as graph convolutions

Next steps
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