
Deep Reinforcement Learning for Furniture 
Layout Simulation in Indoor Graphics Scenes

Background
In the industrial interior design process, professional designers plan the size and 
position of furniture in a room to achieve a satisfactory design for selling. In this 
paper, we explore the interior graphics scenes design task as a Markov decision 
process (MDP), which is solved by deep reinforcement learning. The goal is to 
produce an accurate layout for the furniture in the indoor graphics scenes 
simulation. In particular, we first formulate the furniture layout task as a MDP 
problem by defining the state, action, and reward function. We then design the 
simulated environment and deploy a reinforcement learning agent that interacts with 
the environment to learn the optimal layout for the MDP. We conduct our 
experiments on a large-scale real-world interior layout dataset that contains 
industrial designs from professional designers. Our numerical results demonstrate 
that the proposed model yields higher-quality layouts as compared with the state-of-
art model. 

the geometrical position and size of walls, doors, and windows are not 
changed, and only the geometrical position of the furniture is updated 
according to the action. Recall that the action space is discrete, and the 
center of the furniture can move left, right, up and down in each timestamp.

Problem Formulation
We formulate the planning of furniture layout in the simulation of graphics 
indoor scenes as a Markov decision process (MDP) augmented with a goal 
state G that we would like an agent to learn. We define this MDP as a tuple.

,in which S is the set of states, G is the goal, A is the set of 
actions, T is the transition probability function.

The reward function is designed to encourage the furniture to move towards 
the correct position. It is defined as the following:
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Simulation Environment
Given the sizes and positions of the walls, windows, doors and furniture in a 
real room, we develop a simulator to transfer the real indoor scenes to 
simulated graphics indoor scenes.
The RL environment is a simulator                                         is the action 
from the agent in the current state. s, s' is the next state and R is the reward 
associated with the action a. In the next state s'.

Experiments 
We discuss the qualitative and quantitative results in this section. In our 
numerical experiments, four main types of indoor rooms including the 
bedroom, bathroom, study room and  kitchen are evaluated. 

We compare our proposed model with the state-of-art models including the 
PlanIT and the LayouGAN Note that we do not compare with layoutVAE
and NDN  since they generates outputs in a conditional manner. For each 
room, we test the performance of the proposed model in the environment 
with 2,000 random starting points. We train on 5,000 samples for each type 
of rooms and test on 1,000 samples for the corresponding type of rooms. 
We use the intersection over union (IoU) to measure of the intersection 
between the predicted layout and the ground truth layout.

We also conduct a two-alternative forced-choice (2AFC) perceptual study to 
compare the images from generated scenes with the corresponding scenes 
from the sold industrial solutions. The generated scenes are generated from 
our models, PlanIT and LayouGAN, respectively.  Ten professional interior 
designers were recruited as the participants. 

We highlight our two main contributions. First, we formulate the interior 
graphics scenes design task as a Markov decision process problem. To the 
best of our knowledge, this is the first time that the task is studied from a 
sequential decision-making perspective. Secondly, we develop an indoor 
graphics scenes simulator and use deep reinforcement learning technique 
to solve the MDP in the learning of the simulated graphic scenes. The 
developed simulator and codes are available at https://github.com/CODE-
SUBMIT/simulator1.

Conclusion


