Scaffolding Simulations with Deep Learning
for High-Dimensional Deconvolution

We introduce and extend the OmniFold
method: an EM-style, likelihood-free approach
to deconvolution that is unbinned and can
process variable- and high-dimensional data.

Correcting Detector Distortions

We use a synthetic dataset that has pre- and post-detector examples which
are matched to each other. A series of weights are constructed using neural
networks as likelihood-ratio approximators.
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Numerical Results

OmniFold has been demonstrated on variable- and high-dimensional data,
but for illustrating the extended version, here are Gaussian examples.

First, a one-dimensional Gaussian example:
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The Unfolding Challenge £ }\\ m
Deconvolution (also known as Unfolding) is particularly challenging when Next is a multidimensional example. The target is a 1-dimensional
the data have a complex structure. | ' | ' Gaussian to which 4 additional Gaussians have been added. The unfolding
For example, in collider physics, the data are naturally represented as an is done using either the full sum (N=17), the sum plus the first Gaussian
unordered and variable-length set of particles. Each particle has a A classifier trained to distinguish two datasets with e.g. cross entropy will noise dimension (N=2), etc.
momentum and possibly other attributes (e.g. electric charge). asymptotically learn the likelihood ratio between the underlying generative
models. This ratio can reweight one dataset to statistically match another. L z mean (x10%) z standard deviation (x10°)
_ _ _ _ iterations — 1 2 4 8 1 2 4 8
Step 1 reweights the synthetic detector-level (Simulation) to match Data. N
- : The weights from Simulation are then assigned to the synthetic pre-detector 1 21.62(8)  25.13(8)  28.12(8)  29.67(8) | 8.4(5) 8.3(6) 8.0(7) 7.9(7)
Measure this Want this | J c o). Sten 2 build J o / o CE . > 28.54(5) 29.24(6) 29.88(6) 30.06(5) | 5.3(4) 5.6(4) 52(4) 4.8(4)
examples (Generation). Step 2 builds a proper function of the Generation 3 29.54(4) 29.91(4) 30.02(4) 30.004) | 3.6(3) 44(4) 3.6(3) 4.003)
phase space. This process is then repeated. 4 29.89(3) 30.01(3) 30.01(3) 30.01(3) | 3.2(2) 2.8(2) 3.1(2) 3.1(2)
5 30.04(3) 30.003) 29.99(4) 30.06(3) | 3.53) 3.1(2) 3.83) 3.1(2)
EXtending OmniFold The fact that the mean (left) and standard error (right) are smaller when
_ more dimensions are included in the deconvolution shows the power of
Phys. Rev_. Lett_. 124 (202.0) 182001 showed hOV.V OmniFold can correct for adding more information. In contrast to other algorithms, adding additional
detector distortions. In this work, we show that it can also be used to di . n OmniFold i hangi t oy i
statistically subtract noise and detector acceptance and efficiency effects. 'mensions in LUmniroid 1S as easy as changing an n to an n+1in one fine
of python!
Noise processes are statistically subtracted using Neural Positive
Reweighting (Nachman and Thaler, Phys. Rev. D 102 (2020) 076004 ):
a classifier is trained to distinguish {data} from {data, noise} where the noise Acknowledgements
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Acceptance and Efficiency effects are corrected for by including a special
symbol for examples that lack a pre- or post-detector component. These are
then propagated through the entire analysis.

A schematic diagram of a proton-proton collision at the Large Hadron Collider. The left part of each diagram represents the sub-nuclear
physics of particle production and decay that we want to infer from the detector measurements represented in the right part of each diagram.

https://github.com/hep-lbdl/OmniFold




