
Scaffolding Simulations with Deep Learning 
for High-Dimensional Deconvolution

We introduce and extend the OmniFold 
method: an EM-style, likelihood-free approach 
to deconvolution that is unbinned and can 
process variable- and high-dimensional data.

A classifier trained to distinguish two datasets with e.g. cross entropy will 
asymptotically learn the likelihood ratio between the underlying generative 
models.  This ratio can reweight one dataset to statistically match another.  
Step 1 reweights the synthetic detector-level (Simulation) to match Data.  
The weights from Simulation are then assigned to the synthetic pre-detector 
examples (Generation).  Step 2 builds a proper function of the Generation 
phase space.  This process is then repeated.

• Noise processes.  In many cases, the data is a coherent superposition 
of a signal process and a background process. 

• Detector acceptance.  The detector elements may not capture all signal 
process examples due to finite thresholds and other acceptance effects. 

• Detector distortions.  This is the classical convolution of the data with a 
noise function that must be statistically removed.  

• Detector efficiency.  The definition of a “signal event” may include a 
restricted phase space.

Correcting Detector Distortions
We use a synthetic dataset that has pre- and post-detector examples which 
are matched to each other.  A series of weights are constructed using neural 
networks as likelihood-ratio approximators. 

The Unfolding Challenge
Deconvolution (also known as Unfolding) is particularly challenging when 
the data have a complex structure.

For example, in collider physics, the data are naturally represented as an 
unordered and variable-length set of particles.  Each particle has a 
momentum and possibly other attributes (e.g. electric charge).

Numerical Results
OmniFold has been demonstrated on variable- and high-dimensional data, 
but for illustrating the extended version, here are Gaussian examples.

First, a one-dimensional Gaussian example:

A schematic diagram of a proton-proton collision at the Large Hadron Collider.  The left part of each diagram represents the sub-nuclear 
physics of particle production and decay that we want to infer from the detector measurements represented in the right part of each diagram.
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A complete deconvolution algorithm must account for four effects:
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Figure 1: The complete OMNIFOLD protocol for the one-dimensional Gaussian example. His-
tograms on the left (right) are shown after (before) detector distortions. The final result after three
iterations is indicated with the weights wk=3

Step I on the left and wk=3
Step II on the right.

x̄ mean (⇥102) x̄ standard deviation (⇥103)
iterations ! 1 2 4 8 1 2 4 8

N
1 21.62(8) 25.13(8) 28.12(8) 29.67(8) 8.4(5) 8.3(6) 8.0(7) 7.9(7)
2 28.54(5) 29.24(6) 29.88(6) 30.06(5) 5.3(4) 5.6(4) 5.2(4) 4.8(4)
3 29.54(4) 29.91(4) 30.02(4) 30.00(4) 3.6(3) 4.4(4) 3.6(3) 4.0(3)
4 29.89(3) 30.01(3) 30.01(3) 30.01(3) 3.2(2) 2.8(2) 3.1(2) 3.1(2)

5 30.04(3) 30.00(3) 29.99(4) 30.06(3) 3.5(3) 3.1(2) 3.8(3) 3.1(2)

Table 1: The average and standard deviation of the mean x̄ of the unfolded X̂T in the multidimen-
sional Gaussian example. Uncertainties are determined over 100 identical experiments. Bolded
values are within 2� of the correct value (left) or are consistent with the smallest uncertainty (right).

agrees well with the noiseless data (dark grey). This comparison would not be possible in practice
as the noiseless data are not available. The outcome of OMNIFOLD (ii) is shown at detector-level on
the left and prior to detector-effects on the right. The orange dashed line (detector-level) agrees well
with the black unfilled histogram (left) and the black unfilled histogram on the right agrees well with
the green filled histogram. The data are binned for illustration, but the result is naturally unbinned.

OMNIFOLD can readily process multidimensional data. Table 1 presents the results of experiments
conducted for XT ⇠ N (0.3, 0.5), XG ⇠ N (0, 1) and XD = XT +

P4
i=1 Zi, XS = XG +P4

i=1 Zi where Zi ⇠ N (0, 1). There are no noise, efficiency, or acceptance effects. We consider
5 scenarios where the deconvolution is performed using only XD and XS , XD, XS , Z0, ..., and
XD, XS , Z0, ..., Z4. For the five-dimensional case, there are actually no resolution effects since XT

can be uniquely determined from XD and the Zi. The table shows that more features leads to better
accuracy and precision for fewer iterations of the algorithm.

By using classifiers instead of ratios of density estimators for the weighting steps, we can also make
use of advances in classification networks to handle complex and structured data. For example, deep
sets (Zaheer et al. (2018); Komiske et al. (2019)) was used for a permutation-invariant and variable-
length example from collider physics in Ref. (Andreassen et al. (2020)), excluding background noise
and acceptance/efficiency effects.

4

Extending OmniFold
Phys. Rev. Lett. 124 (2020) 182001 showed how OmniFold can correct for 
detector distortions.  In this work, we show that it can also be used to 
statistically subtract noise and detector acceptance and efficiency effects.

Noise processes are statistically subtracted using Neural Positive 
Reweighting (Nachman and Thaler, Phys. Rev. D 102 (2020) 076004):  
a classifier is trained to distinguish {data} from {data, noise} where the noise 
in the latter set are given a weight of -1. 

Acceptance and Efficiency effects are corrected for by including a special 
symbol for examples that lack a pre- or post-detector component.  These are 
then propagated through the entire analysis.

Published as a workshop paper at ICLR 2021 SimDL Workshop

Figure 1: The complete OMNIFOLD protocol for the one-dimensional Gaussian example. His-
tograms on the left (right) are shown after (before) detector distortions. The final result after three
iterations is indicated with the weights wk=3

Step I on the left and wk=3
Step II on the right.

x̄ mean (⇥102) x̄ standard deviation (⇥103)
iterations ! 1 2 4 8 1 2 4 8

N
1 21.62(8) 25.13(8) 28.12(8) 29.67(8) 8.4(5) 8.3(6) 8.0(7) 7.9(7)
2 28.54(5) 29.24(6) 29.88(6) 30.06(5) 5.3(4) 5.6(4) 5.2(4) 4.8(4)
3 29.54(4) 29.91(4) 30.02(4) 30.00(4) 3.6(3) 4.4(4) 3.6(3) 4.0(3)
4 29.89(3) 30.01(3) 30.01(3) 30.01(3) 3.2(2) 2.8(2) 3.1(2) 3.1(2)

5 30.04(3) 30.00(3) 29.99(4) 30.06(3) 3.5(3) 3.1(2) 3.8(3) 3.1(2)

Table 1: The average and standard deviation of the mean x̄ of the unfolded X̂T in the multidimen-
sional Gaussian example. Uncertainties are determined over 100 identical experiments. Bolded
values are within 2� of the correct value (left) or are consistent with the smallest uncertainty (right).

agrees well with the noiseless data (dark grey). This comparison would not be possible in practice
as the noiseless data are not available. The outcome of OMNIFOLD (ii) is shown at detector-level on
the left and prior to detector-effects on the right. The orange dashed line (detector-level) agrees well
with the black unfilled histogram (left) and the black unfilled histogram on the right agrees well with
the green filled histogram. The data are binned for illustration, but the result is naturally unbinned.

OMNIFOLD can readily process multidimensional data. Table 1 presents the results of experiments
conducted for XT ⇠ N (0.3, 0.5), XG ⇠ N (0, 1) and XD = XT +

P4
i=1 Zi, XS = XG +P4

i=1 Zi where Zi ⇠ N (0, 1). There are no noise, efficiency, or acceptance effects. We consider
5 scenarios where the deconvolution is performed using only XD and XS , XD, XS , Z0, ..., and
XD, XS , Z0, ..., Z4. For the five-dimensional case, there are actually no resolution effects since XT

can be uniquely determined from XD and the Zi. The table shows that more features leads to better
accuracy and precision for fewer iterations of the algorithm.

By using classifiers instead of ratios of density estimators for the weighting steps, we can also make
use of advances in classification networks to handle complex and structured data. For example, deep
sets (Zaheer et al. (2018); Komiske et al. (2019)) was used for a permutation-invariant and variable-
length example from collider physics in Ref. (Andreassen et al. (2020)), excluding background noise
and acceptance/efficiency effects.

4

Simulation

Sy
nt

he
tic

N
at

ur
al

Detector Level

Data

Pre-Detector Level

Generation

Truth

Pull Weights

Push Weights

Step 1: 
Reweight Sim. to Data

Step 2: 
Reweight Gen.

⌫n�1
!n��! ⌫n

<latexit sha1_base64="USI/aHUkKNmen4gwHqyTXZ7rTGs=">AAACJ3icdVDdShtBGP1W+6Npral615vBUCgFl10bkngX6I2XFhoVsiHMTr5NBudnmZltG5Z9B1/DF/DWvoF3opfe+BydbFqo0h4YOJxzPr75TpoLbl0U3QUrq8+ev3i5tt549XrjzWbz7dax1YVhOGBaaHOaUouCKxw47gSe5gapTAWepGefF/7JNzSWa/XVzXMcSTpVPOOMOi+Nmx8TVYxLtRdXJPlh+HTmqDH6e5loiVPqncobdaQaN1tRuN/51I07JArb7YO40/Wk24kO2j0Sh1GNVn8HahyNmw/JRLNConJMUGuHcZS7UUmN40xg1UgKizllZ3SKQ08VlWhHZX1TRd57ZUIybfxTjtTq3xMlldbOZeqTkrqZfeotxH95w8JlvVHJVV44VGy5KCsEcZosCiITbpA5MfeEMsP9XwmbUUOZ8zU+2pLhXMm8avhi/lxP/k+O98M4CuMv7Va/t2wI1uAd7MIHiKELfTiEIxgAg3O4hCv4GVwE18FNcLuMrgS/Z7bhEYL7X/gNqFY=</latexit><latexit sha1_base64="USI/aHUkKNmen4gwHqyTXZ7rTGs=">AAACJ3icdVDdShtBGP1W+6Npral615vBUCgFl10bkngX6I2XFhoVsiHMTr5NBudnmZltG5Z9B1/DF/DWvoF3opfe+BydbFqo0h4YOJxzPr75TpoLbl0U3QUrq8+ev3i5tt549XrjzWbz7dax1YVhOGBaaHOaUouCKxw47gSe5gapTAWepGefF/7JNzSWa/XVzXMcSTpVPOOMOi+Nmx8TVYxLtRdXJPlh+HTmqDH6e5loiVPqncobdaQaN1tRuN/51I07JArb7YO40/Wk24kO2j0Sh1GNVn8HahyNmw/JRLNConJMUGuHcZS7UUmN40xg1UgKizllZ3SKQ08VlWhHZX1TRd57ZUIybfxTjtTq3xMlldbOZeqTkrqZfeotxH95w8JlvVHJVV44VGy5KCsEcZosCiITbpA5MfeEMsP9XwmbUUOZ8zU+2pLhXMm8avhi/lxP/k+O98M4CuMv7Va/t2wI1uAd7MIHiKELfTiEIxgAg3O4hCv4GVwE18FNcLuMrgS/Z7bhEYL7X/gNqFY=</latexit><latexit sha1_base64="USI/aHUkKNmen4gwHqyTXZ7rTGs=">AAACJ3icdVDdShtBGP1W+6Npral615vBUCgFl10bkngX6I2XFhoVsiHMTr5NBudnmZltG5Z9B1/DF/DWvoF3opfe+BydbFqo0h4YOJxzPr75TpoLbl0U3QUrq8+ev3i5tt549XrjzWbz7dax1YVhOGBaaHOaUouCKxw47gSe5gapTAWepGefF/7JNzSWa/XVzXMcSTpVPOOMOi+Nmx8TVYxLtRdXJPlh+HTmqDH6e5loiVPqncobdaQaN1tRuN/51I07JArb7YO40/Wk24kO2j0Sh1GNVn8HahyNmw/JRLNConJMUGuHcZS7UUmN40xg1UgKizllZ3SKQ08VlWhHZX1TRd57ZUIybfxTjtTq3xMlldbOZeqTkrqZfeotxH95w8JlvVHJVV44VGy5KCsEcZosCiITbpA5MfeEMsP9XwmbUUOZ8zU+2pLhXMm8avhi/lxP/k+O98M4CuMv7Va/t2wI1uAd7MIHiKELfTiEIxgAg3O4hCv4GVwE18FNcLuMrgS/Z7bhEYL7X/gNqFY=</latexit><latexit sha1_base64="aANR4xqa5G8N4A3PGP5I4W3UWFE=">AAACJ3icdVDdShtBGJ21tmpsa6yX3gwGQYQuuxqSeCd446UF8wPZEGYn3yaD87PMzKrLsu/Q1+gL9La+gXeil73xOZxsItTSHhg4nHM+vvlOnHJmbBA8eSvvVt9/WFvfqG1+/PR5q779pWdUpil0qeJKD2JigDMJXcssh0GqgYiYQz++Opv7/WvQhil5afMURoJMJUsYJdZJ4/phJLNxIb+GJY5uNZvOLNFa3RSREjAlzimdUUXKcb0R+Eet43bYwoHfbJ6ErbYj7VZw0uzg0A8qNNASF+P6czRRNBMgLeXEmGEYpHZUEG0Z5VDWosxASugVmcLQUUkEmFFR3VTifadMcKK0e9LiSv1zoiDCmFzELimInZm/vbn4L2+Y2aQzKphMMwuSLhYlGcdW4XlBeMI0UMtzRwjVzP0V0xnRhFpX45stCeRSpGXNFfN6Pf4/6R35YeCH35qN086yonW0i/bQAQpRG52ic3SBuoii7+gn+oXuvB/evffgPS6iK95yZge9gff7BX9hqAI=</latexit>

⌫n�1
Data���! !n

<latexit sha1_base64="IV5Rkcz2AJeiGq38yKsp/wTcRwM=">AAACenicdVFLa9wwEJbdV7J9ZJP01ovIUmhpauTa+7ottIceU+gmgbVZZK3sFdHDSHLaxeiH9lzor+ihWm8KTdoOCD6+mW++mVFRc2YsQt+C8N79Bw8f7e33Hj95+uygf3h0blSjCZ0TxZW+LLChnEk6t8xyellrikXB6UVx9X6bv7im2jAlP9tNTXOBK8lKRrD11LLv2qxrstBVkbcoGo+mcTo+RVEyTJJ06AEaTZIUuUw2y1a+jR3MvmpWrS3WWn1pMy3gnRaoi9O/gPuALXZerwStsG/m3LI/QNFolKTJBHpLNEZpDLeWw+k0hfGNcDB7Dro4W/Z/ZCtFGkGlJRwbs4hRbfMWa8sIp66XNYbWmFzhii48lFhQk7fdeA6+9MwKlkr7Jy3s2D8VLRbGbEThKwW2a3M3tyX/lVs0tpzkLZN1Y6kkO6Oy4dAquL05XDFNieUbDzDRzM8KyRprTKz/mVsuJd1IUbueP8zv7eH/wfm7KEZR/CkdzCa7C4E98AKcgFcgBmMwAx/BGZgDAr4H+8FRcBz8DE/C1+GbXWkY3GiOwa0I0181Z7sO</latexit><latexit sha1_base64="IV5Rkcz2AJeiGq38yKsp/wTcRwM=">AAACenicdVFLa9wwEJbdV7J9ZJP01ovIUmhpauTa+7ottIceU+gmgbVZZK3sFdHDSHLaxeiH9lzor+ihWm8KTdoOCD6+mW++mVFRc2YsQt+C8N79Bw8f7e33Hj95+uygf3h0blSjCZ0TxZW+LLChnEk6t8xyellrikXB6UVx9X6bv7im2jAlP9tNTXOBK8lKRrD11LLv2qxrstBVkbcoGo+mcTo+RVEyTJJ06AEaTZIUuUw2y1a+jR3MvmpWrS3WWn1pMy3gnRaoi9O/gPuALXZerwStsG/m3LI/QNFolKTJBHpLNEZpDLeWw+k0hfGNcDB7Dro4W/Z/ZCtFGkGlJRwbs4hRbfMWa8sIp66XNYbWmFzhii48lFhQk7fdeA6+9MwKlkr7Jy3s2D8VLRbGbEThKwW2a3M3tyX/lVs0tpzkLZN1Y6kkO6Oy4dAquL05XDFNieUbDzDRzM8KyRprTKz/mVsuJd1IUbueP8zv7eH/wfm7KEZR/CkdzCa7C4E98AKcgFcgBmMwAx/BGZgDAr4H+8FRcBz8DE/C1+GbXWkY3GiOwa0I0181Z7sO</latexit><latexit sha1_base64="IV5Rkcz2AJeiGq38yKsp/wTcRwM=">AAACenicdVFLa9wwEJbdV7J9ZJP01ovIUmhpauTa+7ottIceU+gmgbVZZK3sFdHDSHLaxeiH9lzor+ihWm8KTdoOCD6+mW++mVFRc2YsQt+C8N79Bw8f7e33Hj95+uygf3h0blSjCZ0TxZW+LLChnEk6t8xyellrikXB6UVx9X6bv7im2jAlP9tNTXOBK8lKRrD11LLv2qxrstBVkbcoGo+mcTo+RVEyTJJ06AEaTZIUuUw2y1a+jR3MvmpWrS3WWn1pMy3gnRaoi9O/gPuALXZerwStsG/m3LI/QNFolKTJBHpLNEZpDLeWw+k0hfGNcDB7Dro4W/Z/ZCtFGkGlJRwbs4hRbfMWa8sIp66XNYbWmFzhii48lFhQk7fdeA6+9MwKlkr7Jy3s2D8VLRbGbEThKwW2a3M3tyX/lVs0tpzkLZN1Y6kkO6Oy4dAquL05XDFNieUbDzDRzM8KyRprTKz/mVsuJd1IUbueP8zv7eH/wfm7KEZR/CkdzCa7C4E98AKcgFcgBmMwAx/BGZgDAr4H+8FRcBz8DE/C1+GbXWkY3GiOwa0I0181Z7sO</latexit><latexit sha1_base64="i+iM1Y2AuIdG+9czSK1qRLZgOsY=">AAACenicdVFNa9wwEJXdr2T7tU2OvYgshZamRq69X7dAe+gxhW4SWJtlrJW9IpJsJDnpYvRDey70V/RQ7WYLTdoOCB5v5s2bGRWN4MYS8i0I791/8PDR3n7v8ZOnz573XxycmbrVlM1oLWp9UYBhgis2s9wKdtFoBrIQ7Ly4/LDJn18xbXitvth1w3IJleIlp2A9tei7Lts2meuqyDsSjUfTOB0fkygZJkk69ICMJklKXKbaRafexQ5nXzWvVha0rq+7TEt8pwXZxvFfwH0EC87ra8kq8M2cW/QHJBqNkjSZYG9JxiSN8cZyOJ2mON4JB2gXp4v+j2xZ01YyZakAY+YxaWzegbacCuZ6WWtYA/QSKjb3UIFkJu+24zn8yjNLXNbaP2Xxlv1T0YE0Zi0LXynBrszd3Ib8V27e2nKSd1w1rWWK3hiVrcC2xpub4yXXjFqx9gCo5n5WTFeggVr/M7dcSrZWsnE9f5jf2+P/g7P3UUyi+HM6OJnsTrSHXqIj9BrFaIxO0Cd0imaIou/BfnAQHAY/w6PwTfj2pjQMdppDdCvC9Be8rLq6</latexit>

https://github.com/hep-lbdl/OmniFold

The fact that the black outline and green filled histogram agree in the right 
plot shows that the method works.  Note that the data are binned for 
illustration, but the actual result is unbinned.

Next is a multidimensional example.  The target is a 1-dimensional 
Gaussian to which 4 additional Gaussians have been added.  The unfolding 
is done using either the full sum (N=1), the sum plus the first Gaussian 
noise dimension (N=2), etc.

The fact that the mean (left) and standard error (right) are smaller when 
more dimensions are included in the deconvolution shows the power of 
adding more information.  In contrast to other algorithms, adding additional 
dimensions in OmniFold is as easy as changing an n to an n+1 in one line 
of python!


